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 Penelitian ini bertujuan untuk menganalisis kinerja regresi linear dan metode 
ensemble learning dalam memprediksi harga mobil listrik berdasarkan 
spesifikasi teknis kendaraan, serta mengkaji kontribusi fitur utama terhadap 

hasil prediksi. Permasalahan utama dalam prediksi harga mobil listrik adalah 
tingginya variasi harga yang dipengaruhi oleh hubungan nonlinier antar 
atribut teknis, sehingga sulit dimodelkan menggunakan pendekatan linier 
sederhana. Penelitian ini menggunakan regresi linear sebagai model dasar, 
serta Random Forest dan Gradient Boosting sebagai model ensemble 
pembanding. Data penelitian diperoleh dari dataset spesifikasi mobil listrik 
pada platform Kaggle yang diproses melalui tahap pembersihan data, 
pengodean variabel kategorikal, normalisasi, serta pembagian data latih dan 
data uji dengan rasio 80:20. Evaluasi kinerja model dilakukan menggunakan 

mean squared error (MSE) dan koefisien determinasi (R²). Hasil pengujian 
menunjukkan bahwa model Gradient Boosting memberikan performa terbaik 
dengan nilai MSE sebesar 8.63 dan R² sebesar 0.891, lebih baik dibandingkan 
Random Forest dan regresi linear yang menghasilkan nilai MSE lebih tinggi 
dan R² lebih rendah. Analisis kontribusi fitur menunjukkan bahwa waktu 
akselerasi kendaraan merupakan faktor yang paling dominan dalam 
memengaruhi harga mobil listrik. Temuan ini menegaskan bahwa pendekatan 
ensemble learning tidak hanya meningkatkan akurasi prediksi, tetapi juga 

memberikan pemahaman analitis terhadap faktor teknis utama dalam 
pembentukan harga mobil listrik. 
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This study aims to analyze the performance of linear regression and ensemble 
learning methods in predicting electric vehicle prices based on technical 
specifications, as well as to examine the contribution of key features to the 
prediction results. The main challenge in electric vehicle price prediction lies 
in the high price variability driven by nonlinear relationships among technical 

attributes, which are difficult to capture using simple linear models. Linear 
regression was employed as a baseline model, while Random Forest and 
Gradient Boosting were used as ensemble learning approaches. The dataset 
was obtained from Kaggle and processed through data cleaning, categorical 
encoding, normalization, and an 80:20 train–test split. Model performance 
was evaluated using mean squared error (MSE) and the coefficient of 
determination (R²). The results indicate that the Gradient Boosting model 
achieved the best performance, with an MSE of 8.63 and an R² of 0.891, 
outperforming both Random Forest and linear regression models. Feature 

contribution analysis reveals that vehicle acceleration time is the most 
influential factor in determining electric vehicle prices. These findings 
demonstrate that ensemble learning not only improves predictive accuracy but 
also provides analytical insights into the key technical factors shaping electric 
vehicle pricing. 

 
This is an open access article under the CC BY-SAlicense. 

 

Penulis Korespondensi: 

Nur Oktavin Idris,  
Program Studi Teknologi Rekayasa Perangkat Lunak, 
Universitas Negeri Gorontalo, 

Email: nur.oktavin@ung.ac.id  

https://creativecommons.org/licenses/by-sa/4.0/


JSAI : Journal Scientific and Applied Informatics  

Vol. 09, No. 1, January 2026, pages. 176~181 

E-ISSN: 2614-3054; P-ISSN: 2614-3062, accredited by Kemenristekdikti, Sinta 4 

DOI: 10.36085 

 

JSAI : Journal Scientific and Applied Informatics  176 

1. PENDAHULUAN 

Sektor transportasi merupakan salah satu penyumbang utama emisi gas rumah kaca dan konsumsi energi 
global. Dalam beberapa dekade terakhir, kendaraan listrik (electric vehicles) khususnya mobil listrik, 

dikembangkan sebagai alternatif transportasi yang lebih ramah lingkungan karena memiliki efisiensi energi 

yang lebih tinggi dan emisi operasional yang lebih rendah dibandingkan kendaraan berbahan bakar fosil. Studi 

life cycle assessment menunjukkan bahwa mobil listrik memiliki potensi pengurangan emisi yang signifikan 

dibandingkan kendaraan konvensional, terutama ketika didukung oleh sistem energi yang lebih bersih [1]. 

Sejalan dengan hal tersebut, laporan International Energy Agency menunjukkan bahwa pertumbuhan mobil 

listrik secara global meningkat pesat seiring dengan kebijakan dekarbonisasi dan transisi energi berkelanjutan 

di berbagai negara [2]. 

Meskipun demikian, adopsi mobil listrik masih menghadapi berbagai tantangan, terutama dari sisi ekonomi. 

Harga mobil listrik, khususnya di Indonesia relatif lebih tinggi dan bervariasi dibandingkan kendaraan 

konvensional, sehingga menjadi salah satu faktor penghambat utama bagi konsumen dalam pengambilan                          
keputusan [3, 4]. Variasi harga tersebut dipengaruhi oleh berbagai spesifikasi teknis, seperti kapasitas baterai, 

jarak tempuh maksimum, konsumsi energi, dan daya motor listrik, yang saling berinteraksi secara kompleks 

dan sulit dimodelkan menggunakan pendekatan linier sederhana. 

Sejumlah penelitian sebelumnya telah mencoba memodelkan harga kendaraan, termasuk mobil listrik dan 

mobil konvensional, menggunakan pendekatan statistik dan machine learning. Metode regresi linear banyak 

digunakan karena kesederhanaannya, namun memiliki keterbatasan dalam menangkap hubungan nonlinier 

antar variabel harga dan spesifikasi teknis kendaraan [5]. Untuk mengatasi keterbatasan tersebut, pendekatan 

ensemble learning seperti Random Forest dan Gradient Boosting diperkenalkan dan terbukti mampu 

meningkatkan akurasi prediksi pada berbagai permasalahan regresi berbasis data kendaraan [6, 7]  

Penelitian terkini menunjukkan bahwa pendekatan machine learning mampu memberikan performa yang lebih 

baik dalam prediksi harga mobil listrik dibandingkan metode konvensional, khususnya ketika menggunakan 

algoritma ensemble [8, 9]. Namun, sebagian besar studi masih berfokus pada satu algoritma utama dan belum 

mengkaji kontribusi fitur secara sistematis. 

Berdasarkan permasalahan tersebut, pendekatan machine learning diusulkan sebagai solusi untuk memodelkan 

hubungan kompleks antar spesifikasi teknis mobil listrik dan menghasilkan prediksi harga. Kerangka kerja 

machine learning modern yang didukung pustaka terbuka seperti scikit-learn memungkinkan proses 

pemodelan, evaluasi, dan replikasi dilakukan secara sistematis dan terstandar [10].  Inovasi penelitian ini 

terletak pada penerapan dan perbandingan beberapa algoritma regresi machine learning menggunakan dataset 

spesifikasi mobil listrik global. Selain itu, penelitian ini juga menganalisis kontribusi fitur utama terhadap harga 

mobil listrik. 

Berdasarkan latar belakang tersebut, permasalahan penelitian ini adalah bagaimana membangun model 

prediksi harga mobil listrik yang akurat menggunakan machine learning serta menentukan algoritma yang 

memiliki performa terbaik. Tujuan penelitian ini adalah mengembangkan dan mengevaluasi model prediksi 
harga mobil listrik berbasis machine learning. Manfaat penelitian ini diharapkan dapat memberikan kontribusi 

akademik dalam bidang informatika terapan, khususnya pada pemodelan prediktif berbasis data kendaraan, 

serta mendukung pengambilan keputusan bagi konsumen, produsen, dan pemangku kebijakan dalam 

pengembangan ekosistem mobil listrik. 

Berdasarkan telaah terhadap penelitian-penelitian sebelumnya, dapat diidentifikasi bahwa masih terdapat celah 

penelitian dalam pemodelan harga mobil listrik. Sebagian besar studi lebih menekankan pada peningkatan 

akurasi prediksi melalui penerapan algoritma tertentu, tanpa melakukan analisis perbandingan kinerja model 

secara komprehensif serta tanpa mengkaji kontribusi fitur teknis secara eksplisit. Oleh karena itu, penelitian 

ini menawarkan kontribusi berupa analisis kinerja regresi linear dan ensemble learning yang dilengkapi dengan 

analisis kontribusi fitur utama dalam prediksi harga mobil listrik. Kontribusi penelitian ini meliputi: (1) 

penyajian perbandingan performa model regresi linear dan metode ensemble learning berbasis metrik 
kuantitatif, (2) analisis kontribusi fitur teknis utama terhadap pembentukan harga mobil listrik, serta (3) 

penyediaan dasar analitis bagi pengembangan sistem pendukung keputusan berbasis data dalam konteks 

kendaraan listrik. 

2. METODE PENELITIAN 

Metode penelitian ini disusun secara kronologis untuk membangun model prediksi harga mobil listrik berbasis 

machine learning. Desain penelitian mengikuti pendekatan pemodelan prediktif yang umum digunakan dalam 

studi prediksi harga kendaraan terutama mobil. Tahapan penelitian meliputi perancangan konsep, pengumpulan 

dan prapemrosesan data, pemodelan algoritma, pengujian kinerja model, serta analisis hasil. Alur penelitian 

secara keseluruhan disajikan pada Gambar 1. 
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Gambar 1. Diagram alir penelitian 

Tahap awal penelitian adalah perancangan konsep dengan menentukan variabel input dan output berdasarkan 

telaah pustaka. Variabel input berupa spesifikasi teknis mobil listrik, seperti kapasitas baterai, jarak tempuh 

maksimum, konsumsi energi, performa kendaraan, serta karakteristik fungsional lainnya, sedangkan variabel 

output yang digunakan adalah harga mobil listrik. Pemilihan variabel ini didasarkan pada penelitian 

sebelumnya yang menunjukkan bahwa atribut teknis kendaraan terutama mobil berpengaruh signifikan 

terhadap harga [9, 11]. 

Data penelitian ini menggunakan dataset dari platform Kaggle, yaitu EVs – One Electric Vehicle Dataset, yang 

dikembangkan oleh Geoff Neil. Dataset ini berisi informasi spesifikasi teknis mobil listrik, seperti ditunjukkan 

pada Tabel 1. Secara keseluruhan, dataset terdiri dari 103 baris data dengan 14 kolom atau fitur, yang mencakup 

data numerik dan kategorikal. Seluruh fitur digunakan sebagai variabel input, sedangkan variabel PriceEuro 

digunakan sebagai variabel target/output dalam pemodelan prediksi harga mobil listrik. 

Tabel 1. Deskripsi dataset 

Nama Kolom Deskripsi Tipe Data 

Brand Merek mobil listrik Object 

Model Model mobil listrik Object 

AccelSec Waktu akselerasi (0–100 km/jam) Float 

TopSpeed_KmH Kecepatan maksimum kendaraan Integer 

Range_Km Jarak tempuh maksimum Integer 

Efficiency_WhKm Konsumsi energi per km Integer 

FastCharge_KmH Kecepatan pengisian daya cepat Integer 

RapidCharge Dukungan pengisian cepat Object 

PowerTrain Konfigurasi penggerak (FWD/RWD/AWD) Object 

PlugType Jenis konektor pengisian daya Object 

BodyStyle Bentuk bodi kendaraan Object 

Segment Segmen kendaraan Object 

Seats Jumlah kursi Integer 

PriceEuro Harga mobillistrik (Euro) Integer 

 

Dataset yang digunakan dalam penelitian ini terdiri dari 103 data mobil listrik dengan 14 fitur input. Ukuran 
dataset tersebut dinilai memadai untuk tujuan penelitian komparatif antar model regresi, khususnya dalam 

mengevaluasi perbedaan kinerja antara regresi linear dan metode ensemble learning. Fokus utama penelitian 

ini bukan pada pengembangan model berskala besar, melainkan pada analisis perbandingan performa model 

dan kontribusi fitur. Selain itu, penggunaan dataset dengan ukuran terbatas memungkinkan interpretasi hasil 

model dan analisis kontribusi fitur dilakukan secara lebih terkontrol dan transparan. 
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Dataset tersebut kemudian diproses melalui tahap prapemrosesan data untuk meningkatkan kualitas dan 

konsistensi data. Tahapan prapemrosesan meliputi penghapusan data duplikat, penanganan nilai hilang, 
encoding variabel kategorikal, serta normalisasi fitur numerik. Proses ini bertujuan untuk memastikan data 

sesuai dengan kebutuhan algoritma machine learning serta meningkatkan stabilitas dan akurasi model                     

prediksi [9]. 

Perlu dicatat bahwa dataset yang digunakan bersumber dari platform Kaggle dan merepresentasikan spesifikasi 

teknis mobil listrik yang tersedia secara publik. Dataset ini memiliki keterbatasan, antara lain jumlah data yang 

relatif terbatas serta kemungkinan bias representasi terhadap merek, segmen kendaraan, dan wilayah pasar 

tertentu. Oleh karena itu, hasil penelitian ini lebih menekankan pada evaluasi metodologis dan analisis pola 

hubungan antar fitur, bukan pada generalisasi mutlak terhadap seluruh pasar mobil listrik global. 

Setelah prapemrosesan, data dibagi menjadi data latih dan data uji dengan rasio 80:20 yang umum digunakan 

dalam penelitian prediksi harga kendaraan dan mobil untuk menyeimbangkan kebutuhan pelatihan model dan 

evaluasi model. Tahap pemodelan dilakukan dengan menerapkan beberapa algoritma regresi machine learning, 
yaitu Linear Regression sebagai model dasar, serta Random Forest regressor dan Gradient Boosting regressor 

sebagai metode ensemble learning. Linear Regression digunakan sebagai pembanding awal untuk 

mengevaluasi hubungan linier antara spesifikasi teknis dan harga mobil. Pemilihan Random Forest didasarkan 

pada kemampuannya dalam menangani hubungan nonlinier dan interaksi antar fitur [7], sedangkan Gradient 

Boosting dipilih karena efektivitasnya dalam meminimalkan kesalahan prediksi secara bertahap melalui 

mekanisme boosting [8]. Pada penelitian ini, setiap algoritma diterapkan menggunakan parameter default 

sebagaimana direkomendasikan dalam pustaka scikit-learn. Pendekatan ini dipilih untuk menjaga konsistensi 

dan objektivitas dalam membandingkan kinerja antar model, sehingga perbedaan performa yang dihasilkan 

mencerminkan karakteristik algoritma, bukan hasil optimasi parameter tertentu. Pendekatan serupa juga 

banyak digunakan dalam penelitian komparatif berbasis machine learning. 

Pengujian dan evaluasi model dilakukan menggunakan data uji untuk menilai kemampuan generalisasi masing-

masing algoritma. Kinerja model dievaluasi menggunakan metrik Mean Squared Error (MSE), dan koefisien 
determinasi (R2), yang secara luas digunakan dalam penelitian prediksi harga kendaraan terutama mobil untuk 

membandingkan performa model regresi secara objektif [12, 13]. Mean Squared Error dirumuskan 

sebagaimana ditunjukkan pada Persamaan (1) [14]. 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦̂𝑖)

2

𝑛

𝑖=1

 

 

(1) 

Sedangkan koefisien determinasi dirumuskan sebagaimana ditunjukkan pada Persamaan (2) [15]. 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝑦̅)2𝑛
𝑖=1

 

 

(2) 

di mana 𝑦𝑖 merupakan nilai aktual, 𝑦̂𝑖  adalah nilai prediksi, 𝑦 ̅adalah nilai rata-rata data aktual, dan 𝑛 adalah 

jumlah data uji. Model dengan nilai kesalahan prediksi terendah dan nilai koefisien determinasi tertinggi 

ditetapkan sebagai model terbaik. 

Tahap akhir penelitian meliputi analisis dan interpretasi hasil prediksi harga mobil listrik serta penyajian hasil 
penelitian dalam bentuk tabel dan grafik. Hasil analisis ini digunakan sebagai dasar dalam penarikan 

kesimpulan dan pembahasan implikasi model terhadap pemodelan harga mobil listrik.  

3. HASIL DAN ANALISIS 

Hasil evaluasi kinerja model prediksi harga mobil listrik disajikan pada Tabel 2. Evaluasi dilakukan terhadap 

tiga algoritma regresi machine learning, yaitu Linear Regression, Random Forest regressor, dan Gradient 

Boosting regressor, menggunakan metrik Mean Squared Error (MSE) dan koefisien determinasi (R²). 

Berdasarkan hasil pengujian, model Linear Regression menghasilkan nilai MSE tertinggi dan nilai R² terendah 

dibandingkan model lainnya. Temuan ini menunjukkan bahwa hubungan antara spesifikasi teknis mobil listrik 

dan harga kendaraan tidak sepenuhnya bersifat linier, sehingga pendekatan regresi linier memiliki keterbatasan 

dalam menangkap kompleksitas hubungan antar variabel. Hasil ini sejalan dengan penelitian sebelumnya yang 

menyatakan bahwa model linier kurang efektif ketika data memiliki karakteristik nonlinier serta interaksi fitur 

yang kompleks [5]. 
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Tabel 2. Hasil evaluasi kinerja model 

Model MSE R² Score 

Random Forest 149124195.393752 0.811958 

Gradient Boosting 86308893.468189 0.891167 

Linear Regression 307617360.296505 0.612102 

Berdasarkan hasil evaluasi pada Tabel 2, model Gradient Boosting menghasilkan nilai Mean Squared Error 

(MSE) sebesar 8.63, lebih rendah dibandingkan Random Forest (14.91) dan Linear Regression (30.76). Secara 

kuantitatif, Gradient Boosting mampu menurunkan nilai MSE sebesar sekitar 42% dibandingkan Random 

Forest dan sekitar 72% dibandingkan Linear Regression. Selain itu, nilai koefisien determinasi (R²) yang 

dicapai oleh Gradient Boosting sebesar 0.891 menunjukkan peningkatan sekitar 9.7% dibandingkan Random 

Forest (0.812) dan sekitar 45.5% dibandingkan Linear Regression (0.612). Hasil ini mengindikasikan bahwa 

pendekatan ensemble learning, khususnya Gradient Boosting, memberikan peningkatan performa prediksi 

yang signifikan dibandingkan regresi linier.  

Temuan tersebut sejalan dengan penelitian sebelumnya yang menunjukkan bahwa metode ensemble learning 

lebih efektif dalam memodelkan hubungan nonlinier pada data kendaraan berbasis spesifikasi teknis. Breiman 
[6] menjelaskan bahwa Random Forest unggul dalam menangkap interaksi antar fitur melalui mekanisme 

pembentukan pohon keputusan secara acak, yang menjelaskan peningkatan performa Random Forest 

dibandingkan Linear Regression pada penelitian ini. Sementara itu, Gradient Boosting dilaporkan memberikan 

performa yang lebih tinggi pada permasalahan regresi dengan kompleksitas fitur yang tinggi karena mekanisme 

pembelajaran bertahap yang meminimalkan kesalahan residual [7]. Konsistensi hasil penelitian ini dengan 

studi-studi terdahulu memperkuat validitas pendekatan ensemble learning dalam konteks prediksi harga mobil 

listrik. Secara keseluruhan, hasil perbandingan kinerja antar model menunjukkan bahwa pendekatan ensemble 

learning mampu mengatasi keterbatasan regresi linier dalam memodelkan hubungan nonlinier pada data 

spesifikasi mobil listrik. Di antara model yang diuji, Gradient Boosting memberikan performa terbaik karena 

mekanisme pembelajaran bertahap yang efektif dalam meminimalkan kesalahan prediksi. 

Perbandingan antara nilai harga aktual dan nilai hasil prediksi menggunakan model terbaik yaitu Gradient 

Boosting regressor, disajikan pada Tabel 3.  

Tabel 3. Perbandingan harga aktual dan prediksi harga 

Brand Model PriceEuro Predicted Price 

Audi e-tron 50 quattro 67358 69522.2 

Tesla Cybertruck Dual Motor 55000 51249.2 

Nissan Ariya 87kWh 50000 47004.6 

Porsche Taycan 4S 102945 133576.3 

Audi e-tron Sportback 55 quattro 81639 78383.4 

Nilai prediksi yang mendekati nilai aktual pada Tabel 3 mengindikasikan bahwa model memiliki tingkat 
akurasi yang baik serta mampu melakukan generalisasi terhadap data uji yang belum pernah dilihat 

sebelumnya. Hal ini menunjukkan bahwa model tidak hanya fit terhadap data latih, tetapi juga memiliki 

kemampuan prediktif yang memadai pada data baru. 

Selanjutnya, analisis feature importance dilakukan untuk mengidentifikasi fitur yang paling berpengaruh 

terhadap prediksi harga mobil listrik, sebagaimana ditunjukkan pada Gambar 2. 

 

Gambar 2. Feature importance 

Hasil analisis feature importance pada Gambar 2 menunjukkan bahwa waktu akselerasi kendaraan (AccelSec) 

merupakan variabel dengan kontribusi terbesar terhadap prediksi harga mobil listrik, yang menegaskan 

dominasi aspek performa kendaraan dalam pembentukan harga. Dominasi fitur akselerasi mencerminkan posisi 

performa sebagai indikator utama dalam segmentasi pasar mobil listrik, di mana kendaraan dengan akselerasi 
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lebih cepat umumnya diposisikan sebagai produk dengan nilai jual yang lebih tinggi. Meskipun variabel jarak 

tempuh (Range_Km) dan efisiensi energy (Efficiency_WhKm) tetap memberikan kontribusi signifikan, 
pengaruhnya relatif lebih kecil dibandingkan fitur performa dan kapasitas fungsional kendaraan. Selain itu, 

faktor performa dan kapasitas lain seperti jumlah kursi (Seats), konfigurasi penggerak (AWD), dan kecepatan 

maksimum (TopSpeed_KmH) juga menunjukkan pengaruh yang berarti terhadap harga mobil listrik. Temuan 

ini mengindikasikan bahwa harga mobil listrik dibentuk oleh kombinasi antara performa, kapasitas fungsional, 

dan efisiensi teknologi, sementara fitur kategorikal seperti merek dan segmen kendaraan memberikan 

kontribusi yang relatif lebih kecil dalam model prediksi. Secara keseluruhan, hasil penelitian ini menunjukkan 

bahwa pendekatan machine learning berbasis algoritma ensemble, khususnya Gradient Boosting regressor, 

memberikan performa yang lebih baik dibandingkan pendekatan regresi linier dalam memprediksi harga mobil 

listrik. Integrasi hasil evaluasi kuantitatif, analisis visual, analisis perbandingan prediksi, dan analisis feature 

importance menunjukkan bahwa model yang dikembangkan memiliki validitas empiris dan relevansi praktis 

untuk mendukung pengembangan sistem pendukung keputusan berbasis data dalam penentuan harga dan 

segmentasi pasar mobil listrik. 

4. KESIMPULAN 

Penelitian ini berhasil mencapai tujuan penelitian, yaitu membangun dan mengevaluasi model prediksi harga 

mobil listrik berbasis spesifikasi teknis kendaraan menggunakan pendekatan machine learning. Hasil penelitian 

menunjukkan bahwa metode ensemble learning, khususnya Gradient Boosting regressor, memberikan 

performa terbaik dengan nilai Mean Squared Error (MSE) sebesar 8.63 dan koefisien determinasi (R²) sebesar 

0.891, yang secara signifikan lebih baik dibandingkan Random Forest dan regresi linier. Temuan ini 

menegaskan bahwa hubungan antara spesifikasi teknis kendaraan dan harga mobil listrik bersifat nonlinier dan 

lebih efektif dimodelkan menggunakan algoritma ensemble. Analisis kontribusi fitur menunjukkan bahwa 

waktu akselerasi kendaraan (AccelSec) merupakan faktor paling dominan dalam memengaruhi harga mobil 

listrik, diikuti oleh kapasitas fungsional dan efisiensi teknologi, sementara fitur kategorikal seperti merek dan 

segmen memberikan kontribusi yang relatif lebih kecil. Kontribusi utama penelitian ini terletak pada 
perbandingan kinerja model regresi linier dan ensemble learning yang dilengkapi dengan analisis feature 

importance, sehingga memberikan pemahaman analitis terhadap faktor teknis pembentuk harga mobil listrik. 

Secara praktis, model yang dikembangkan berpotensi digunakan sebagai dasar sistem pendukung keputusan 

berbasis data untuk membantu konsumen dalam membandingkan harga kendaraan, produsen dalam 

menentukan strategi penetapan harga, serta pembuat kebijakan dalam analisis pasar mobil listrik. Penelitian 

selanjutnya disarankan untuk menggunakan dataset yang lebih besar dan beragam, serta menerapkan optimasi 

parameter dan cross validation guna meningkatkan generalisasi dan keandalan model. 
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