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Banjir merupakan bencana alam yang sering terjadi di Indonesia dan
menimbulkan dampak signifikan terhadap kerugian material maupun
keselamatan jiwa. Penelitian ini bertujuan mengembangkan model prediksi
potensi banjir berbasis data cuaca menggunakan pendekatan machine
learning, yaitu XGBoost dan Logistic Regression. Dataset yang digunakan
terdiri atas 1.513.505 record data cuaca dengan 1.165 kejadian banjir
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(0,077%). Fitur yang digunakan meliputi suhu, kelembaban, kecepatan dan
arah angin, kode cuaca, serta fitur temporal melalui pendekatan sliding
window pada H-1, H-2, dan H-3. Permasalahan ketidakseimbangan data
ditangani menggunakan kombinasi stratified undersampling dan SMOTE
sehingga rasio kelas berubah dari 1:1.298 menjadi 1:3,3. Hasil pengujian
menunjukkan bahwa model XGBoost memberikan kinerja terbaik dengan
akurasi 98,40%, precision 97,93%, recall 95,07%, dan ROC-AUC 99,38%,
sedangkan Logistic Regression hanya mencapai akurasi 62,77%. Analisis
feature importance menunjukkan bahwa kode cuaca pada H-3 dan H-1
merupakan fitur paling berpengaruh. Dengan tingkat false negative yang
rendah sebesar 4,9%, model XGBoost dinilai andal untuk diimplementasikan
sebagai sistem peringatan dini banjir.

Keywords:

Flood

early warning system
machine learning
flood prediction
XGBoost

ABSTRACT

Flooding is one of the most frequent natural disasters in Indonesia, causing
significant material losses and casualties. This study aims to develop a flood
potential prediction model based on weather data using machine learning
approaches, namely XGBoost and Logistic Regression. The dataset consists
of 1,513,505 weather records with 1,165 flood events (0.077%). The features
include temperature, humidity, wind speed and direction, weather codes, and
temporal features generated using a sliding window approach for H-1, H-2,

and H-3. Data imbalance was addressed using a combination of stratified
undersampling and SMOTE, changing the class ratio from 1:1,298 to 1:3.3.
Experimental results show that XGBoost outperforms Logistic Regression,
achieving an accuracy of 98.40%, precision of 97.93%, recall of 95.07%, and
an ROC-AUC of 99.38%, while Logistic Regression achieved an accuracy of
62.77%. Feature importance analysis indicates that weather codes at H-3 and
H-1 are the most influential predictors. With a low false negative rate of 4.9%,
the proposed XGBoost model is considered reliable for implementation as a
flood early warning system.
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1. PENDAHULUAN

Banjir merupakan salah satu bencana alam yang paling sering terjadi di Indonesia dan menimbulkan dampak
signifikan bagi masyarakat. Berdasarkan data Badan Nasional Penanggulangan Bencana (BNPB), sepanjang
tahun 2024 banjir mendominasi lebih dari separuh kejadian bencana nasional, menyebabkan ratusan korban
jiwa serta jutaan orang menderita dan mengungsi [1]. Distribusi kejadian bencana di Indonesia menunjukkan
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pola yang tidak merata antarwilayah, dengan Pulau Jawa mencatat frekuensi tertinggi [2]. Tingginya kejadian
banjir di wilayah ini disebabkan oleh beberapa faktor, antara lain urbanisasi masif yang memicu alih fungsi
lahan, sistem drainase perkotaan yang tidak memadai, serta curah hujan tinggi akibat perubahan iklim global.

Salah satu faktor utama penyebab tingginya korban akibat banjir adalah minimnya sistem peringatan dini yang
akurat dan tepat waktu [3]. Sistem konvensional yang mengandalkan pengamatan manual dan threshold
sederhana sering kali tidak mampu memberikan prediksi yang akurat karena kompleksitas variabel yang
memengaruhi terjadinya banjir [4]. Variabel tersebut meliputi intensitas curah hujan, kondisi topografi,
kapasitas drainase, tingkat sedimentasi sungai, dan pola penggunaan lahan. Oleh karena itu, diperlukan
pendekatan yang lebih canggih dan mampu menganalisis pola data yang kompleks untuk meningkatkan akurasi
prediksi serta memberikan peringatan dini yang lebih efektif kepada masyarakat.

Machine learning telah terbukti efektif dalam berbagai aplikasi prediksi dan klasifikasi, termasuk dalam bidang
mitigasi bencana alam [5]. Beberapa penelitian sebelumnya menunjukkan keberhasilan penerapan metode ini
untuk prediksi banjir. Mosavi et al. [6] melakukan review komprehensif dan menemukan bahwa algoritma
ensemble seperti Random Forest dan XGBoost menunjukkan performa sangat baik. Penelitian serupa oleh
Tehrany et al. [7] menggunakan Support Vector Machine dengan akurasi menjanjikan dalam memetakan
kerentanan banjir. Meskipun telah banyak penelitian tentang prediksi banjir menggunakan machine learning,
masih terdapat beberapa gap yang perlu diisi. Pertama, sebagian besar studi berfokus pada data geografis dan
topografi, sementara pemanfaatan data cuaca real-time masih relatif terbatas [8]. Kedua, masalah
ketidakseimbangan data (imbalanced data), yaitu kejadian banjir yang jauh lebih sedikit dibandingkan kondisi
normal, belum banyak dibahas secara mendalam [9]. Ketiga, penerapan sliding window features untuk
menangkap pola temporal cuaca sebelum terjadinya banjir masih jarang dieksplorasi [10].

Beberapa studi terkait telah dilakukan sebelumnya. Mosavi et al. [6] dalam systematic review-nya menemukan
bahwa algoritma ensemble seperti XGBoost dan Random Forest menunjukkan performa terbaik dengan akurasi
mencapai 90% pada berbagai dataset. Tehrany et al. [7] menerapkan Support Vector Machine (SVM) untuk
flood susceptibility mapping di Malaysia dan mencapai AUC sebesar 0,89. Chen et al. [11] membandingkan
beberapa algoritma untuk prediksi banjir di Tiongkok dan menemukan bahwa XGBoost mengungguli metode
lain dengan akurasi 94,5%, serta mengidentifikasi curah hujan dan kelembaban sebagai fitur terpenting. Darabi
et al. [12] menggunakan ensemble methods untuk pemetaan kerentanan banjir di Iran dan mencapai akurasi
91,2% dengan memanfaatkan fitur topografi dan klimatologi. Bui et al. [13] menunjukkan bahwa deep learning
dapat meningkatkan akurasi hingga 95%, namun memerlukan sumber daya komputasi yang lebih besar.
Sementara itu, Rahman et al. [14] menemukan bahwa Logistic Regression masih kompetitif dengan akurasi
78% dan memiliki keunggulan dalam interpretabilitas model.

XGBoost (Extreme Gradient Boosting) merupakan algoritma ensemble learning yang menggunakan teknik
boosting untuk membangun model prediksi yang kuat [15]. Algoritma ini bekerja dengan membangun decision
trees secara sekuensial, di mana setiap tree baru berusaha memperbaiki kesalahan dari tree sebelumnya.
Keunggulan XGBoost meliputi kemampuan menangani missing values, regularisasi untuk mencegah
overfitting, dan efisiensi komputasi yang tinggi [16]. Logistic Regression merupakan algoritma klasifikasi yang
memodelkan probabilitas suatu kejadian berdasarkan fungsi logistik [17]. Meskipun relatif sederhana, metode
ini memiliki keunggulan dalam interpretabilitas dan efisiensi komputasi sehingga cocok digunakan sebagai
baseline serta untuk memahami hubungan antara fitur dengan outcome [18]. SMOTE (Synthetic Minority Over-
sampling Technique) adalah teknik oversampling yang menghasilkan sampel sintetis untuk kelas minoritas
melalui interpolasi antara sampel-sampel yang berdekatan [9]. Teknik ini efektif untuk mengatasi masalah
imbalanced data yang sering ditemui dalam prediksi kejadian langka seperti banjir [19].

Berdasarkan latar belakang tersebut, penelitian ini bertujuan untuk mengembangkan model prediksi potensi
banjir menggunakan machine learning dengan pendekatan XGBoost dan Logistic Regression berbasis data
cuaca. Penelitian ini memiliki tiga fokus utama, yaitu: (1) mengimplementasikan teknik feature engineering
dengan sliding window untuk menangkap pola temporal cuaca, (2) mengatasi masalah ketidakseimbangan data
menggunakan kombinasi stratified undersampling dan SMOTE oversampling, serta (3) membandingkan
performa kedua model tersebut. Hasil penelitian ini diharapkan dapat memberikan kontribusi dalam
pengembangan sistem peringatan dini banjir yang lebih akurat dan membantu upaya mitigasi bencana di
Indonesia.

2. METODE PENELITIAN

Metodologi penelitian ini disusun secara sistematis untuk mengembangkan model prediksi potensi banjir
berbasis data cuaca. Alur lengkap metodologi penelitian ini ditunjukkan pada Gambar 1.

JSAI : Journal Scientific and Applied Informatics



JSAI : Journal Scientific and Applied Informatics

Vol. 09, No. 1, January 2026, pages. 59~65

E-ISSN: 2614-3054; P-ISSN: 2614-3062, accredited by Kemenristekdikti, Sinta 4
DOI: 10.36085

Data dan Preprocessing

Model Training
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Gambar 1. Alur Metodologi Penelitian

Data dan preprocessing pada penelitian ini menggunakan dataset yang terdiri dari data cuaca dan data histori
banjir. Data cuaca diperoleh dari stasiun meteorologi dengan periode Oktober 2024 hingga November 2025.
Setelah proses deduplikasi, diperoleh 1.513.505 record data cuaca. Data histori banjir terdiri dari 1.913 record
kejadian banjir. Setelah proses penggabungan dan pelabelan, diperoleh 1.165 kejadian banjir (0.077%) dan
1.512.340 non-banjir (99.923%).

Feature engineering proses ini menghasilkan 28 fitur yang digunakan untuk modeling. Fitur-fitur tersebut
terdiri dari: (1) Base features sebanyak 10 fitur meliputi temperature (t), humidity (hu), wind speed (ws), wind
direction (wd_deg), weather code (weather), total cloud cover (tcc), serta encoded features untuk arah angin,
deskripsi cuaca, kecamatan, dan kabupaten. (2) Sliding window features sebanyak 18 fitur yang
merepresentasikan kondisi cuaca pada H-1, H-2, dan H-3 untuk setiap fitur cuaca (t, hu, ws, wd_deg, weather,
tcc).

Data balancing digunakan untuk mengatasi masalah ketidakseimbangan data dengan rasio awal 1:1.298,
dilakukan dua tahap balancing. Tahap pertama adalah stratified undersampling yang mempertahankan
distribusi berdasarkan lokasi dan waktu, menghasilkan 1.165 sampel banjir dan 54.718 sampel non-banjir
(rasio 1:47). Tahap kedua adalah SMOTE oversampling yang meningkatkan sampel banjir menjadi 16.415 dan
mempertahankan 54.718 sampel non-banjir, menghasilkan rasio akhir 1:3.3 dengan total 71.133 sampel.

Model training data dibagi menjadi training set (80%, 56.906 sampel) dan test set (20%, 14.227 sampel) dengan
stratified split untuk mempertahankan proporsi kelas. Class weights diterapkan dengan bobot 0.65 untuk kelas
non-banjir dan 2.17 untuk kelas banjir. Dua model dilatih: Logistic Regression sebagai baseline dan XGBoost
sebagai model utama. Threshold klasifikasi dibagi menjadi tiga kategori: AMAN (probabilitas < 0.3), CUKUP
BERPOTENSI (0.3 < probabilitas < 0.6), dan BERPOTENSI (probabilitas > 0.6).

3. HASIL DAN ANALISIS

Dataset yang digunakan dalam penelitian ini memiliki karakteristik imbalanced yang signifikan. Gambar 1
menunjukkan distribusi data sebelum dan sesudah proses balancing. Dari total 1.513.505 record, hanya 1.165
(0.077%) yang merupakan kejadian banjir. Setelah proses balancing menggunakan stratified undersampling
dan SMOTE, distribusi menjadi lebih seimbang dengan rasio 1:3.3.

1165 Sebelum Balancing 1'3‘9’2';:3 Sesudah Balancing

b (0.077%) 19!

54,718
(76.92%)

Jumlah Data
Jumlah Data

20000 16,415
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Gambar 2 Distribusi Data Sebelum dan Sesudah Balancing
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Model Logistic Regression mencapai akurasi 62.77% yang tergolong sedang. Precision untuk kelas banjir
sebesar 35.51% menunjukkan adanya banyak false positives, yaitu prediksi banjir yang ternyata tidak terjadi.
Namun, recall sebesar 75.21% menunjukkan kemampuan model untuk mendeteksi 75% dari seluruh kasus
banjir yang terjadi. Nilai ROC-AUC sebesar 0.7368 menunjukkan kemampuan diskriminasi yang cukup baik
antara kelas banjir dan non-banjir.

Tabel 1 Performa Model Logistic Regression

Metric Score Keterangan
Accuracy 62.77% Sedang
Precision (Flood) 35.51%  Rendah - banyak false positives
Recall (Flood) 75.21% Baik - deteksi 75% kasus
F1-Score 0.4825 Sedang
ROC-AUC 0.7368 Baik
PR-AUC 0.4250 Sedang

Confusion matrix logistic regression menunjukkan bahwa dari 10.944 sampel non-banjir, model memprediksi
dengan benar 6.461 sampel (true negatives) dan salah memprediksi 4.483 sampel sebagai banjir (false
positives). Dari 3.283 sampel banjir, model memprediksi dengan benar 2.469 sampel (true positives) dan
melewatkan 814 sampel (false negatives).

Confusion Matrix - Model Logistic Regression

- 6000
6461 4483 5000

g 814 2469

Non-Flood
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- 2000

- 1000
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Gambar 3 Confusion Matrix Model Logistic Regression

Model XGBoost menunjukkan performa yang jauh lebih baik dibandingkan Logistic Regression. Akurasi
sebesar 98.40% menunjukkan kemampuan model yang sangat baik dalam mengklasifikasikan kondisi banjir
dan non-banjir. Precision sebesar 97.93% menunjukkan hampir semua prediksi banjir adalah benar, sementara
recall sebesar 95.07% menunjukkan model dapat mendeteksi 95% dari seluruh kasus banjir.

Tabel 2 Performa Model XGBoost

Metric Score Keterangan
Accuracy 98.40% Sangat Baik
Precision (Flood) 97.93% Sangat Baik
Recall (Flood) 95.07% Sangat Baik
F1-Score 0.9648 Sangat Baik
ROC-AUC 0.9938 Excellent
PR-AUC 0.9883 Excellent

Confusion matrix XGBoost menunjukkan hasil yang sangat baik. Dari 10.944 sampel non-banjir, model
memprediksi dengan benar 10.878 sampel (true negatives) dan hanya salah memprediksi 66 sampel sebagai
banjir (false positives). Dari 3.283 sampel banjir, model memprediksi dengan benar 3.121 sampel (true
positives) dan hanya melewatkan 162 sampel (false negatives).
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Confusion Matrix - Model XGBoost
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Gambar 4 Confusion Matrix Model XGBoost

Perbandingan kedua model menunjukkan keunggulan XGBoost yang sangat signifikan. Peningkatan akurasi
sebesar 35.63% dan penurunan false negatives sebesar 80.1% menunjukkan XGBoost jauh lebih reliable untuk
digunakan dalam sistem prediksi banjir. Penurunan false positives sebesar 98.5% juga mengurangi potensi
alarm palsu yang dapat menurunkan kepercayaan masyarakat terhadap sistem peringatan dini.

Tabel 3 Perbandingan Performa Model

Metric Logistic Regression XGBoost Peningkatan
Accuracy 62.77% 98.40% +35.63%
Precision 35.51% 97.93% +62.42%
Recall 75.21% 95.07% +19.86%
F1-Score 0.4825 0.9648 +0.4823
False Negatives 814 162 -80.1%
False Positives 4,483 66 -98.5%

1

™

True Positive Rate (Sensitivity/Recall)

= Logistic Regression (AUC = 0.7368)
XGBoost (AUC = 0.9938)
Random Classifier (AUC = 0.5000)
@ LR Operating Point
. XGB Operating Point

0.0 0.2 04 06 08 1.0

Gambar 5 Perbandingan ROC Curve Kedua Model

Analisis feature importance dari model XGBoost menunjukkan bahwa sliding window features memiliki
kontribusi yang sangat penting dalam prediksi. Weather code pada H-3 (11.58%) dan H-1 (10.98%) merupakan
fitur yang paling berpengaruh, menunjukkan bahwa pola cuaca beberapa hari sebelumnya sangat menentukan

potensi banjir. Suhu pada H-1 (8.56%) dan kelembaban saat ini (6.56%) juga memberikan kontribusi
signifikan.
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Tabel 4 Top 10 Feature Importance XGBoost

Rank Feature Importance (%)
1 weather_h3 11.58
2 weather_h1 10.98
3 t_hl 8.56
4 hu 6.56
5 weather_desc_encoded 5.61
6 t 5.61
7 weather_h2 5.58
8 weather 4.46
9 t_h2 4.41
10 wd_encoded 4.12

Feature Importance - XGBoost Model

Gambar 6 Feature Importance XGBoost Model

Temuan ini konsisten dengan teori meteorologi bahwa banjir tidak terjadi secara instan, melainkan merupakan
akumulasi dari kondisi cuaca selama beberapa hari. Weather code yang mencakup informasi tentang curah
hujan, kondisi awan, dan fenomena cuaca lainnya terbukti menjadi prediktor yang paling kuat. Kombinasi
dengan suhu dan kelembaban memberikan gambaran komprehensif tentang kondisi atmosfer yang berpotensi
menyebabkan banjir.

Berdasarkan hasil penelitian, model XGBoost direkomendasikan untuk diimplementasikan sebagai early
warning system. Sistem kategorisasi output terdiri dari tiga level: AMAN (probabilitas < 0.3), CUKUP
BERPOTENSI (0.3 < probabilitas < 0.6), dan BERPOTENSI (probabilitas > 0.6). Dengan precision 97.93%,
kategori BERPOTENSI sangat reliable dan dapat dijadikan dasar untuk mengeluarkan peringatan dini kepada
masyarakat. Gambar 7 menunjukkan tampilan peta potensi banjir yang dihasilkan dari implementasi model.
Peta ini menampilkan visualisasi potensi banjir per kecamatan dengan kode warna: hijau untuk potensi rendah
(AMAN), kuning untuk potensi menengah (CUKUP BERPOTENSI), dan merah untuk potensi tinggi
(BERPOTENSI). Total 287 kecamatan dipantau dengan 2 kecamatan berstatus BERPOTENSI dan 17
kecamatan berstatus CUKUP BERPOTENSI.

Gambar 7 Tampilan Peta Potensi Banjir per Kecamatan

False negative rate yang rendah (4.9%) memastikan bahwa sistem tidak melewatkan banyak kejadian banjir
yang sebenarnya terjadi. Hal ini sangat krusial karena dalam konteks early warning system, melewatkan
prediksi banjir (false negative) dapat berakibat fatal. Sementara itu, false positive rate yang rendah (0.6%)
memastikan kredibilitas sistem tetap terjaga karena tidak banyak alarm palsu yang dikeluarkan.

4. KESIMPULAN

Penelitian ini berhasil mengembangkan model prediksi potensi banjir berbasis data cuaca menggunakan
pendekatan machine learning dengan XGBoost dan Logistic Regression. Dari total 1.513.505 record data
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cuaca yang mencakup 1.165 kejadian banjir (0,077%), dilakukan proses feature engineering yang
menghasilkan 28 fitur, termasuk fitur temporal berbasis sliding window pada H-1, H-2, dan H-3, serta
penanganan ketidakseimbangan data melalui stratified undersampling dan SMOTE yang berhasil mengubah
rasio kelas dari 1:1.298 menjadi 1:3,3. Hasil evaluasi menunjukkan bahwa model XGBoost memberikan
kinerja yang sangat unggul dengan akurasi 98,40%, precision 97,93%, recall 95,07%, dan ROC-AUC 99,38%,
jauh melampaui Logistic Regression yang hanya mencapai akurasi 62,77%. Analisis feature importance
mengindikasikan bahwa kode cuaca pada H-3 dan H-1 merupakan prediktor paling berpengaruh, menegaskan
pentingnya pola temporal cuaca dalam prediksi banjir. Dengan tingkat false negative sebesar 4,9% dan false
positive sebesar 0,6%, model XGBoost dinilai andal untuk diimplementasikan sebagai sistem peringatan dini
banjir, sementara penelitian selanjutnya disarankan untuk memperkaya fitur interaksi, mengeksplorasi
pendekatan temporal lain, serta melakukan validasi pada wilayah geografis yang berbeda.
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