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Penelitian ini bertujuan untuk menganalisis kinerja model ResNet50 berbasis
transfer learning dalam mengklasifikasikan 19 kelas aksara Kaganga,
sekaligus mengevaluasi pengaruh penerapan teknik regularisasi L1, L2, dan
dropout terhadap kemampuan generalisasi model dalam meminimalkan
overfitting. Selain itu, penelitian ini juga menguji dampak variasi batch size
(16, 32, dan 64) terhadap stabilitas pelatihan dan performa model. Eksperimen
dilakukan dengan membekukan lapisan awal ResNet50 sebagai ekstraktor
fitur, kemudian memodifikasi lapisan akhir untuk tugas klasifikasi. Evaluasi
kinerja model menggunakan metrik accuracy, precision, recall, F1-score,
serta confusion matrix pada data pengujian. Hasil penelitian menunjukkan
bahwa seluruh konfigurasi model mampu mencapai akurasi pelatihan dan
validasi yang tinggi. Namun, kombinasi regularisasi L2 dengan batch size 32
memberikan kinerja terbaik dengan testing accuracy sebesar 86,10%, yang
menunjukkan kemampuan generalisasi paling optimal dibandingkan
konfigurasi lain. Sementara itu, batch size 64 menghasilkan penurunan akurasi
yang lebih nyata, sehingga kurang efektif untuk dataset ini. Hasil penelitian ini
menunjukkan bahwa pemilihan regularisasi dan batch size yang tepat memiliki
peran penting dalam meningkatkan stabilitas pembelajaran dan akurasi
klasifikasi citra aksara tradisional.
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ABSTRACT

This study aimed to analyze the performance of the ResNet50 model based on
transfer learning in classifying 19 classes of Kaganga script, while also
evaluating the effect of applying L1, L2, and dropout regularization techniques
on the model’s generalization ability in minimizing overfitting. In addition, the
study examined the impact of varying batch sizes (16, 32, and 64) on training
stability and overall model performance. The experiments were conducted by
freezing the initial layers of ResNet50 as a feature extractor and modifying the
final layers for the classification task. Model performance was evaluated using
accuracy, precision, recall, F1-score, and confusion matrix metrics on the test
dataset. The results showed that all model configurations achieved high
training and validation accuracy. However, the combination of L2
regularization with a batch size of 32 yielded the best performance with a
testing accuracy of 86.10%, indicating the most optimal generalization
capability compared to other configurations. Meanwhile, the use of batch size
64 resulted in a more noticeable decrease in accuracy, making it less effective
for this dataset. These findings indicated that the appropriate selection of
regularization techniques and batch size played an important role in
improving training stability and classification accuracy for traditional script
image recognition.
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1. PENDAHULUAN

Aksara Rejang atau Kaganga merupakan salah satu aksara tradisional yang berkembang di wilayah Sumatera
bagian Selatan, khususnya di Bengkulu. Aksara ini terdiri atas 19 huruf inti, yaitu Ka, Ga, Nga, Ta, Da, Na,
Pa, Ba, Ma, Ca, Ja, Nya, Ya, Ra, La, Sa, Wa, Ha, dan A (vokal tunggal). Keberadaan aksara Kaganga memiliki
nilai historis, linguistik, dan kultural yang penting karena menjadi identitas lokal masyarakat Rejang. Namun,
perubahan sosial dan perkembangan teknologi informasi menyebabkan penggunaan aksara tradisional ini
semakin menurun. Upaya digitalisasi dan otomasi pengenalan aksara menjadi salah satu strategi pelestarian
yang relevan, khususnya melalui teknologi pengolahan citra berbasis kecerdasan buatan [1], [2], [3].
Perkembangan deep learning, terutama Convolutional Neural Network (CNN), telah memberikan kontribusi
besar dalam pengenalan pola dan klasifikasi citra aksara [4], [5], [6], [7], [8], [9], [10], [11]. Salah satu
arsitektur CNN yang banyak digunakan adalah ResNet50, yang memiliki kemampuan generalisasi yang baik
melalui konsep residual learning. Namun, kinerja ResNet50 dalam pengenalan citra aksara tradisional masih
dapat ditingkatkan, khususnya ketika berhadapan dengan variasi bentuk tulisan, kondisi pencahayaan, noise,
serta keterbatasan jumlah data. Oleh karena itu, diperlukan strategi optimasi model agar akurasi klasifikasi
menjadi lebih optimal.

Beberapa teknik optimasi yang dapat diterapkan meliputi regularisasi L1 dan L2 untuk mengurangi overfitting
melalui pengendalian bobot model, serta dropout guna meningkatkan kemampuan generalisasi jaringan. Selain
itu, penentuan batch size yang tepat, seperti 16, 32, atau 64, berperan penting dalam stabilitas proses
pembelajaran dan efektivitas konvergensi model. Kombinasi antara teknik regularisasi dan pengaturan batch
size diharapkan mampu meningkatkan kinerja ResNet50 dalam mengenali 19 huruf inti aksara Kaganga [12],
[13], [14], [15], [16].

Berdasarkan penjelasan diatas, penelitian ini difokuskan pada optimasi ResNet50 untuk Klasifikasi citra aksara
tradisional Kaganga melalui penerapan regularisasi L1, L2, dropout, serta variasi batch size. Penelitian ini
diharapkan dapat mendukung pengembangan sistem pengenalan aksara berbasis deep learning, tetapi juga
mendukung upaya pelestarian warisan literasi lokal melalui digitalisasi aksara tradisional.

2. METODE PENELITIAN

Pada tahap awal dilakukan penelusuran referensi terkait aksara Kaganga, teknik pengenalan citra,
Convolutional Neural Network (CNN), serta arsitektur ResNet50, termasuk kajian mengenai regularisasi L1,
L2, dropout, konsep batch size, dan penelitian terdahulu mengenai klasifikasi aksara tradisional. Hasil kajian
ini menjadi dasar dalam merumuskan permasalahan utama, yaitu bagaimana mengoptimasi ResNet50 agar
mampu mengklasifikasikan 19 huruf Kaganga secara lebih akurat. Pada tahap yang sama juga ditetapkan tujuan
penelitian, dirumuskan hipotesis, serta ditentukan indikator kinerja model seperti akurasi, precision, recall, dan
F1-score sebagai ukuran keberhasilan sistem Klasifikasi yang dikembangkan. Adapun tahap penelitian dapat
dilihat pada Gambar 1.

Pengumpulan dataset
citra aksara Kaganga
(29 huruf)
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Pengumpulan dan persiapan data dilakukan dengan menghimpun dataset citra aksara Kaganga yang terdiri dari
19 huruf inti, yaitu Ka, Ga, Nga, Ta, Da, Na, Pa, Ba, Ma, Ca, Ja, Nya, Ya, Ra, La, Sa, Wa, Ha, dan A. Seluruh
citra diberi label sesuai kelasnya, kemudian dipersiapkan dalam format yang sesuai untuk proses pelatihan
model, termasuk normalisasi dan pembagian data ke dalam subset training, validation, dan testing.

Ka Ga Nga Ta Da Na Pa Ba

Ma Ca Ja Nya Ya Ra La Sa

A (vokal

Wa Ha tunggal)

Gambar 2 Kelas Data Penelitian

Pada tahap perancangan model, ResNet50 diimplementasikan dengan pendekatan transfer learning. Lapisan
awal model dapat dibekukan untuk mempertahankan ekstraksi fitur generik, sementara lapisan akhir
dimodifikasi agar sesuai dengan 19 kelas aksara Kaganga. Selain itu, diterapkan teknik regularisasi berupa L1,
L2, serta dropout layer sebagai variabel eksperimen untuk meningkatkan kemampuan generalisasi model dan
meminimalkan overfitting. Eksperimen dilakukan secara terkontrol dengan menguji kombinasi regulasi
tersebut serta menggunakan variasi batch size 16, 32, dan 64.

Tahap evaluasi dilakukan dengan menguji performa model pada dataset testing. Pengukuran kinerja dilakukan
menggunakan beberapa metrik evaluasi, yaitu accuracy, precision, recall, F1-score, serta confusion matrix
untuk melihat distribusi prediksi antar kelas. Hasil evaluasi ini digunakan untuk menganalisis pengaruh
kombinasi regularisasi dan variasi batch size terhadap kinerja model ResNet50 dalam mengklasifikasikan
aksara Kaganga.

3. HASIL DAN ANALISIS

Tujuan eksperimen dalam penelitian ini adalah untuk menguji kinerja model ResNet50 berbasis transfer
learning dalam melakukan klasifikasi 19 kelas aksara Kaganga, sekaligus menganalisis pengaruh penerapan
teknik regularisasi L1, L2, dan dropout terhadap kemampuan generalisasi model dalam meminimalkan
overfitting. Selain itu, penelitian ini juga bertujuan untuk mengevaluasi dampak variasi batch size (16, 32, dan
64) terhadap stabilitas pelatihan dan performa akhir model. Kombinasi antara skema regularisasi dan batch
size dibandingkan secara sistematis untuk memperoleh konfigurasi model ResNet50 yang paling optimal.
Kinerja model diukur menggunakan metrik accuracy, precision, recall, F1-score, serta confusion matrix untuk
melihat distribusi prediksi pada setiap kelas aksara Kaganga. Hasil eksperimen akurasi model ResNet50
dengan batch size 16 dilihat pada Tabel 1.

Tabel 1 Hasil Akurasi Model ResNet50 dengan Batch Size 16

Regularisasi Training Accuracy  Validation Accuracy  Testing Accuracy
Tanpa Regularisasi  98.25% 94.85% 84.60%
L1 97.10% 95.20% 85.05%
L2 97.45% 95.78% 85.30%
Dropout 96.95% 95.15% 85.00%

Kinerja model ResNet50 dengan batch size 16 menunjukkan bahwa seluruh skema regularisasi mampu
menghasilkan akurasi pelatihan dan validasi yang tinggi, yaitu di atas 96% untuk training dan sekitar 95%
untuk validation. Namun, terdapat penurunan akurasi pada tahap pengujian (testing), yang berkisar antara
84.60% hingga 85.30%. Kondisi ini mengindikasikan adanya gejala overfitting ringan, di mana model belajar
sangat baik pada data pelatihan namun performanya sedikit menurun ketika diuji pada data baru. Jika
dibandingkan, penggunaan regularisasi L2 menghasilkan akurasi pengujian tertinggi sebesar 85.30%, diikuti
oleh L1 sebesar 85.05%, dropout sebesar 85.00%, dan tanpa regularisasi sebesar 84.60%. Untuk hasil
eksperimen akurasi model ResNet50 dengan batch size 32 dilihat pada Tabel 2.

Tabel 2 Hasil Akurasi Model ResNet50 dengan Batch Size 32

Regularisasi Training Accuracy  Validation Accuracy  Testing Accuracy
Tanpa Regularisasi ~ 97.30% 95.65% 85.40%
L1 96.85% 95.90% 85.75%
L2 96.92% 96.25% 86.10%
Dropout 96.55% 95.88% 85.80%
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Berdasarkan hasil akurasi model ResNet50 dengan batch size 32, terlihat bahwa seluruh konfigurasi model
mampu mencapai kinerja pelatihan dan validasi yang tinggi, dengan training accuracy berada di kisaran 96—
97% dan validation accuracy sekitar 95-96%. Pada tahap pengujian, performa model tetap stabil dengan
akurasi testing antara 85.40% hingga 86.10%, yang menunjukkan kemampuan generalisasi yang relatif baik
terhadap data aksara Kaganga yang tidak dilibatkan dalam proses pelatihan. Jika dibandingkan antar skema
regularisasi, penggunaan L2 kembali memberikan hasil terbaik dengan akurasi pengujian tertinggi sebesar
86.10%, disusul dropout sebesar 85.80% dan L1 sebesar 85.75%. Menariknya, akurasi tanpa regularisasi justru
berada di posisi terendah, yaitu 85.40%, sehingga semakin menegaskan bahwa regularisasi berkontribusi dalam
menekan overfitting dan meningkatkan stabilitas kinerja model. Dibandingkan dengan batch size 16,
penggunaan batch size 32 cenderung menghasilkan akurasi pengujian yang sedikit lebih tinggi, sehingga dapat
disimpulkan bahwa batch size yang lebih besar memberikan proses pembaruan bobot yang lebih stabil. Untuk
hasil eksperimen akurasi model ResNet50 dengan batch size 64 dilihat pada Tabel 2.

Tabel 3 Hasil Akurasi Model ResNet50 dengan Batch Size 64

Regularisasi Training Accuracy  Validation Accuracy  Testing Accuracy
Tanpa Regularisasi ~ 95.85% 93.80% 83.55%
L1 95.40% 94.10% 83.90%
L2 95.55% 94.65% 84.35%
Dropout 95.10% 94.25% 84.00%

Berdasarkan hasil akurasi model ResNet50 dengan batch size 64, terlihat bahwa kinerja model masih tergolong
baik pada tahap pelatihan dan validasi, dengan training accuracy berada di kisaran 95% dan validation accuracy
sekitar 93-94%. Namun, jika dibandingkan dengan batch size 16 dan 32, terjadi penurunan Kinerja yang cukup
jelas pada tahap pengujian, di mana testing accuracy hanya berada pada rentang 83.55% hingga 84.35%. Hal
ini menunjukkan bahwa penggunaan batch size yang lebih besar cenderung membuat proses pembaruan bobot
menjadi kurang sensitif terhadap variasi data, sehingga mengurangi kemampuan model dalam mengenali pola
fitur aksara Kaganga pada data yang belum pernah dilihat sebelumnya. Jika dilihat berdasarkan skema
regularisasi, L2 kembali memberikan performa terbaik dengan akurasi pengujian tertinggi sebesar 84.35%,
diikuti dropout sebesar 84.00% dan L1 sebesar 83.90%, sedangkan tanpa regularisasi menghasilkan akurasi
terendah yaitu 83.55%. Pola ini mengonfirmasi bahwa regularisasi tetap berperan penting dalam membantu
model menjaga kemampuan generalisasi.

Berdasarkan ketiga hasil eksperimen, dapat disimpulkan bahwa kinerja terbaik dicapai oleh model ResNet50
dengan batch size 32, khususnya pada konfigurasi regularisasi L2 yang menghasilkan testing accuracy tertinggi
sebesar 86.10%. kombinasi ResNet50 + batch size 32 + regularisasi L2 dapat dianggap sebagai konfigurasi
paling optimal dalam melakukan klasifikasi aksara Kaganga pada eksperimen ini. Adapun hasil eksperimen
per epoch untuk model ResNet50 + batch size 32 + regularisasi L2 dapat dilihat pada Gambar 3.

Model Accuracy

— ftrain
0.96 4 ualidation W

0.94 4 /J

0.92 4 |

0.90 4 |

accuracy

0.88 1

0.86 1

0.84 4

epoch
Gambar 3 Grafik akurasi ResNet50 dengan L2 dan batch size 32

Jika dibandingkan, penggunaan batch size 16 menghasilkan akurasi pengujian yang sedikit lebih rendah
(maksimum 85.30%), sedangkan batch size 64 justru menunjukkan penurunan akurasi yang lebih nyata
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(maksimum 84.35%). Pola ini menunjukkan bahwa batch size 32 memberikan keseimbangan yang lebih
optimal antara stabilitas pembaruan bobot dan kemampuan generalisasi model. Selain itu, regularisasi L2
secara konsisten menjadi konfigurasi paling efektif pada seluruh variasi batch size, yang mengindikasikan
bahwa penalti bobot L2 mampu mengontrol kompleksitas model tanpa mengurangi kemampuan model dalam
mengekstraksi fitur penting pada aksara Kaganga.

4. KESIMPULAN

Berdasarkan rangkaian eksperimen yang telah dilakukan, dapat disimpulkan bahwa penerapan transfer
learning pada model ResNet50 dapat melakukan klasifikasi 19 kelas aksara Kaganga. Seluruh konfigurasi
model menunjukkan akurasi pelatihan dan validasi yang tinggi, namun tetap terdapat indikasi overfitting ringan
yang berhasil ditekan melalui penerapan teknik regularisasi. Hasil penelitian menunjukkan bahwa kombinasi
regularisasi L2 dan batch size 32 memberikan performa terbaik, dengan nilai testing accuracy tertinggi sebesar
86,10%, sehingga dapat dinyatakan sebagai konfigurasi paling optimal dalam meningkatkan kemampuan
generalisasi model. Sebaliknya, penggunaan batch size yang terlalu kecil (16) atau terlalu besar (64)
menghasilkan performa pengujian yang relatif lebih rendah, yang menunjukkan bahwa pemilihan batch size
berperan penting dalam stabilitas proses pembelajaran. Secara konsisten, regularisasi L2 terbukti paling efektif
dibandingkan L1 dan dropout dalam menjaga keseimbangan antara kompleksitas model dan akurasi prediksi.
Penelitian ini menyimpulkan bahwa kombinasi arsitektur ResNet50, regularisasi L2, dan batch size 32
merupakan pendekatan yang baik untuk pengenalan citra aksara Kaganga, serta dapat menjadi rujukan dalam
pengembangan model klasifikasi aksara tradisional Nusantara pada penelitian selanjutnya.
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