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 Penelitian ini bertujuan untuk menganalisis opini publik terhadap 
perkembangan perkebunan kelapa sawit di Indonesia melalui klasifikasi 
sentimen menggunakan algoritma Long Short-Term Memory (LSTM). Data 
yang digunakan dalam penelitian ini diambil dari Twitter dengan 
mengumpulkan 750 tweet yang terdiri dari tiga kategori sentimen: positif, 
negatif, dan netral. Tahap pre-processing meliputi filtering, tokenization, 
stemming, dan word-embedding untuk mempersiapkan data agar dapat 

dianalisis lebih lanjut. Model LSTM diterapkan untuk mengklasifikasikan 
sentimen tweet yang telah diproses, dan dievaluasi menggunakan metrik 
akurasi, precision, recall, dan F1-score. Hasil evaluasi menunjukkan bahwa 
model LSTM menghasilkan akurasi sebesar 70,81%, dengan precision, recall, 
dan F1-score yang bervariasi antar kelas, yaitu 0.92, 0.71, dan 0.80 untuk kelas 
negatif, 0.48, 0.63, dan 0.55 untuk kelas netral, serta 0.77, 0.77, dan 0.77 untuk 
kelas positif. Penelitian ini menunjukkan bahwa LSTM dapat digunakan untuk 
menganalisis opini publik terhadap isu perkebunan kelapa sawit, meskipun 
terdapat tantangan dalam mengklasifikasikan tweet yang bersifat netral. 
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This study aims to analyze public opinion on the development of oil palm 
plantations in Indonesia through sentiment classification using the Long 
Short-Term Memory (LSTM) algorithm. The data used in this research was 
collected from Twitter, with 750 tweets categorized into three sentiment 
classes: positive, negative, and neutral. The pre-processing stage involved 
filtering, tokenization, stemming, and word-embedding to prepare the data for 

further analysis. The LSTM model was applied to classify the processed tweets' 
sentiment and evaluated using accuracy, precision, recall, and F1-score 
metrics. The evaluation results showed that the LSTM model achieved an 
accuracy of 70.81%, with precision, recall, and F1-scores varying across 
classes: 0.92, 0.71, and 0.80 for the negative class, 0.48, 0.63, and 0.55 for the 
neutral class, and 0.77, 0.77, and 0.77 for the positive class. This research 
demonstrates that LSTM can be used to analyze public opinion on oil palm 
plantation issues, although challenges exist in classifying neutral tweets. 
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1. PENDAHULUAN 

Perkebunan kelapa sawit merupakan salah satu sektor pertanian yang memiliki peran signifikan dalam 
perekonomian Indonesia, baik sebagai sumber pendapatan negara maupun lapangan pekerjaan bagi Masyarakat 

[1], [2], [3]. Namun, perkembangan industri kelapa sawit juga sering kali memicu beragam opini publik, baik 

yang positif, negatif, maupun netral, terutama terkait dengan dampak lingkungan, sosial, dan ekonomi [4], [5], 

https://creativecommons.org/licenses/by-sa/4.0/
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[6]. Data opini ini sering kali tersebar di media sosial, termasuk Twitter, yang menjadi platform untuk 

mengekspresikan pandangan masyakarat [7], [8]. 

Namun, meskipun banyak opini yang dihasilkan, analisis sentimen terhadap perkebunan kelapa sawit di 

Indonesia belum banyak dilakukan secara otomatis menggunakan teknik analisis data terkini, seperti model 

pembelajaran mesin [9], [10], [11]. Salah satu pendekatan yang menjanjikan adalah penggunaan Long Short-

Term Memory (LSTM), sebuah jenis jaringan saraf tiruan (neural network) yang telah digunakan dalam 

memproses data urutan (sequential data), seperti teks, dan dapat digunakan untuk klasifikasi sentiment [12], 

[13], [14]. 

Penelitian Putra et al., (2025) menggunakan data dari Twitter untuk menganalisis sentimen terkait perkebunan 

kelapa sawit dengan fokus pada hashtag #PerkebunanKelapaSawitKalimantanTengah. Sebanyak 300 tweet 

dikumpulkan dan diberi label secara manual sebagai positif atau negatif oleh ahli hukum. Proses pembersihan 

data dilakukan dengan menghapus karakter yang tidak relevan, seperti URL, angka, dan kata hubung. Setelah 

itu, data diperiksa untuk memastikan tidak ada duplikat atau data kosong. Penelitian ini mengaplikasikan 
metode ekstraksi fitur TF-IDF dan klasifikasi SVM untuk analisis sentimen, dengan hasil akurasi 86% dan 

nilai presisi, recall, dan F1-Score masing-masing sebesar 85% [15]. 

Penelitian Hafiz & Pribady (2020) mengumpulkan data tweet terkait kelapa sawit dari Twitter antara 28 

Agustus 2019 hingga 21 Juni 2018, menghasilkan 1015 tweet. Tweet tersebut dikategorikan menjadi positif, 

negatif, dan netral, kemudian diklasifikasikan menggunakan metode Naïve Bayes dengan alat Orange. Proses 

crawling data dilakukan menggunakan fasilitas Twitter API. Dari 1015 tweet, 70% digunakan untuk data 

pelatihan dan 30% untuk data pengujian. Hasil klasifikasi menggunakan Naïve Bayes menghasilkan akurasi 

rata-rata sebesar 83,34%, presisi 80,30%, dan recall 90,85%. Temuan ini menunjukkan bahwa metode Naïve 

Bayes efektif untuk mengklasifikasikan opini terkait kelapa sawit di Twitter [16]. 

Penelitian ini bertujuan untuk mengembangkan model LSTM dalam mengklasifikasikan opini terhadap 

perkembangan perkebunan kelapa sawit di Indonesia. Model ini diharapkan dapat memberikan wawasan yang 

lebih mendalam mengenai persepsi publik terhadap industri kelapa sawit dengan menggunakan data Twitter 
sebagai sumber informasi. Proses penelitian ini mencakup pengumpulan data tweet yang berkaitan dengan 

kelapa sawit, diikuti dengan tahap pre-processing yang meliputi filtering, tokenization, stemming, dan word-

embedding untuk mempersiapkan data teks agar dapat diproses oleh model LSTM. Selanjutnya, evaluasi 

kinerja model akan dilakukan dengan mengukur akurasi dan menggunakan confusion matrix untuk 

menganalisis performa model dalam mengklasifikasikan opini menjadi positif, negatif, atau netral. 

Berdasarkan latar belakang dan kajian penelitian sebelumnya, penelitian ini berfokus pada penerapan algoritma 

Long Short-Term Memory (LSTM) untuk analisis sentimen opini publik terhadap perkembangan perkebunan 

kelapa sawit di Indonesia berbasis data Twitter. Kontribusi utama penelitian ini terletak pada pemanfaatan 

model LSTM untuk menangkap pola sekuensial pada data teks berbahasa Indonesia serta evaluasi kinerja 

model menggunakan dataset yang relatif seimbang pada tiga kelas sentimen, yaitu positif, negatif, dan netral. 

Hasil penelitian ini diharapkan dapat memberikan gambaran yang lebih komprehensif mengenai persepsi 

publik serta menjadi dasar pengambilan keputusan berbasis data. 

2. METODE PENELITIAN 

Penelitian ini bertujuan untuk menganalisis kinerja algoritma Long Short-Term Memory (LSTM) dalam 

mengklasifikasikan opini terkait perkembangan perkebunan kelapa sawit di Indonesia. Tahap pertama adalah 

studi literatur, yang mengumpulkan informasi tentang perkembangan kelapa sawit dan teknik analisis opini, 

khususnya menggunakan LSTM, sebagai dasar teori untuk penelitian ini. Selanjutnya, data dikumpulkan 

melalui Twitter API, yang terdiri dari 750 tweet, yang dibagi menjadi tiga kategori yaitu 250 tweet positif, 250 

tweet negatif, dan 250 tweet netral terkait perkebunan kelapa sawit.  Adapun alur penelitian dapat dilihat pada 

Gambar 1. 
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Gambar 1 Alur Penelitian 

Tahap pertama dalam penelitian ini adalah studi literatur, yang bertujuan untuk memahami teori dan konsep 

terkait perkembangan perkebunan kelapa sawit di Indonesia serta teknik analisis opini yang dapat digunakan. 

Fokus utama dari studi literatur ini adalah mempelajari penggunaan algoritma Long Short-Term Memory 
(LSTM) dalam klasifikasi sentimen pada data teks, terutama dalam konteks analisis sentimen di media sosial 

seperti Twitter. Penelitian ini juga mencakup penelusuran tentang karakteristik data opini yang sering muncul 

terkait dengan isu lingkungan dan sosial, khususnya yang berhubungan dengan perkebunan kelapa sawit. 

Pengumpulan data dilakukan dengan menggunakan Twitter API untuk mengambil tweet yang berkaitan dengan 

perkebunan kelapa sawit di Indonesia. Sebanyak 750 tweet dikumpulkan, yang terdiri dari 250 tweet dengan 

opini positif, 250 tweet dengan opini negatif, dan 250 tweet dengan opini netral. Data ini diperoleh dengan kata 

kunci yang relevan untuk memastikan tweet yang diambil berhubungan langsung dengan perkembangan 

perkebunan kelapa sawit. Data yang terkumpul kemudian menjadi bahan utama untuk proses analisis lebih 

lanjut, di mana tiap tweet akan diklasifikasikan berdasarkan sentimennya. 

Pada tahap pre-processing, data yang telah dikumpulkan akan dipersiapkan untuk dianalisis. Tahap ini meliputi 

beberapa proses penting, seperti filtering untuk menghapus noise atau data yang tidak relevan, seperti URL 
atau simbol yang tidak diperlukan. Kemudian dilakukan tokenization, yaitu pemecahan teks tweet menjadi 

kata-kata yang lebih kecil untuk analisis. Proses berikutnya adalah stemming, yang mengubah kata-kata ke 

bentuk dasarnya agar variasi kata yang sama dapat dikelompokkan. Terakhir, dilakukan word-embedding untuk 

mengubah kata-kata menjadi representasi vektor numerik yang dapat dimengerti oleh model LSTM, sehingga 

model dapat belajar dari data dengan lebih efektif. 

Setelah data diproses, tahap eksperimen dilakukan dengan menerapkan model Long Short-Term Memory 

(LSTM) untuk klasifikasi sentimen terhadap tweet yang telah diproses. LSTM dipilih karena kemampuannya 

dalam memproses data urutan, seperti teks, dan mengenali pola temporal yang ada dalam tweet. Model ini 

dilatih untuk mengklasifikasikan tweet menjadi tiga kategori sentimen: positif, negatif, dan netral. Selama 

eksperimen, berbagai parameter dan struktur jaringan LSTM dioptimalkan untuk meningkatkan akurasi 

prediksi, sehingga hasilnya dapat memberikan gambaran yang lebih baik mengenai opini publik terhadap 

perkembangan kelapa sawit. 

Setelah model LSTM diterapkan, tahap evaluasi kinerja dilakukan untuk mengukur efektivitas model dalam 

mengklasifikasikan sentimen tweet. Evaluasi ini menggunakan dua metrik utama: akurasi dan confusion 

matrix. Akurasi mengukur persentase tweet yang berhasil diklasifikasikan dengan benar oleh model, 

memberikan gambaran umum tentang performa model. Sementara itu, confusion matrix memberikan informasi 

lebih rinci mengenai kesalahan klasifikasi, seperti berapa banyak tweet yang salah dikategorikan sebagai 

positif, negatif, atau netral. Dengan menggunakan kedua metrik ini, penelitian ini dapat mengevaluasi seberapa 

baik LSTM dapat mengklasifikasikan opini masyarakat terhadap isu perkebunan kelapa sawit. 

3. HASIL DAN ANALISIS 

Pada eksperimen penelitian dilakukan dengan menggunakan metode word-embedding dan metode LSTM. 

Metode LSTM telah banyak digunakan dalam tugas klasifikasi teks karena kemampuannya untuk menangkap 

dependensi jangka panjang dalam data berurutan.  Adapun arsitektur LSTM dapat dilihat pada Tabel 1. 

 

 

Studi Literatur

• Kinerja LSTM dan data perkebunan kelapa sawit

Pengumpulan Data

• 250 data (positif), 250 data (negatif) dan 250 data (netral) dari Twitter API

Data Pre-processing

• Filtering, Tokenization, Stemming dan Word-embedding

Eksperimen

• LSTM

Evaluasi Kinerja

• Akurasi dan Confusion Matrix
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Tabel 1. Arsitektur LSTM 

Layer (Type) Output Shape Param # 

Embedding (None, 35, 128) 2,560,000 

Spatial Dropout 1D (None, 35, 128) 0 

LSTM (None, 196) 254,800 

Dense (None, 3) 591 

 

Berdasarkan hasil evaluasi, LSTM mendapatkan nilai akurasi pelatihan sebesar 95.64% dan akurasi pengujian 

sebesar 70.81%. Nilai ini didapatkan berdasarkan nilai prediksi benar yang dilakukan model LSTM terhadap 

250 data positif, 250 data negatif, 250 data netral. Hasil prediksi benar untuk setiap kelas dapat dilihat pada 

Gambar 2.  

Aktual 

Negatif (-1) 137 54 2 

Netral (0) 11 96 46 

Positif (1) 1 48 160 

  Negatif (-1) Netral (0) Positif (1) 

  Prediksi 

 

Gambar 2. Confusion matrix LSTM 

Berdasarkan confusion matrix, kesalahan klasifikasi paling banyak terjadi pada kelas netral. Hal ini disebabkan 
oleh karakteristik teks netral yang cenderung memiliki kata-kata ambigu dan sering kali mengandung unsur 

positif maupun negatif secara bersamaan. Kondisi tersebut menyebabkan model LSTM mengalami kesulitan 

dalam menentukan kecenderungan sentimen secara tegas. Selain itu, penggunaan bahasa informal dan variasi 

gaya penulisan pada media sosial juga mempengaruhi kemampuan model dalam mengenali pola sentimen 

secara konsisten. Jumlah prediksi yang benar untuk kelas positif atau true positives (TP) yaitu 160, 96 dan 137. 

Model LSTM berhasil mengidentifikasi 160 komentar sebagai positif yang memang positif, 96 komentar 

sebagai netral yang memang netral, dan 137 komentar sebagai negatif yang juga benar-benar negative seperti 

pada Gambar 3. 

 

Aktual 

Negatif (-1) TP (-1) = 137 54 2 

Netral (0) 11 TP (0) = 96 46 

Positif (1) 1 48 TP (1) =160 

  Negatif (-1) Netral (0) Positif (1) 

  Prediksi 

 

Gambar 3. Confusion matrix LSTM untuk perhitungan akurasi 

Perhitungan akurasi pada tahap pengujian dengan menggunakan rumus berdasarkan data confusion matrix yang 

ada dengan menggunakan Persamaan (1). 

Accuracy = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓+𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑡𝑟𝑎𝑙+𝐾𝑒𝑙𝑎𝑠 𝑃𝑜𝑠𝑖𝑡𝑖𝑓)

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑠𝑖  
 𝑋 100% 

(1) 

Accuracy = 
𝑇𝑃(−1)+𝑇𝑃(0)+𝑇𝑃(1)

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑠𝑖 
 𝑋 100% 

Accuracy = 
393

𝑇𝑜𝑡𝑎𝑙 𝐷𝑎𝑡𝑎 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑠𝑖 
 𝑋 100% 

Accuracy = 
393

137+96+160+54+2+11+46+1+48 
 𝑋 100% 

Accuracy = 
393

555 
 𝑋 100% 

Accuracy = 70,81% 

 

Untuk menghitung precision dapat menggunakan nilai yang ada pada confusion matrix seperti yang terlihat 

pada Gambar 4. 
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Aktual 

Negatif (-1) TP (-1) = 137 FP(0)=54 FP(1)=2 

Netral (0) FP(-1)=11 TP (0) = 96 FP(1)=46 

Positif (1) FP(-1)=1 FP(0)=48 TP (1) =160 

  Negatif (-1) Netral (0) Positif (1) 

  Prediksi 

 

Gambar 4. Confusion matrix LSTM untuk perhitungan precision 

Perhitungan precision pada tahap pengujian dengan menggunakan rumus berdasarkan data confusion matrix 

yang ada menggunakan Persamaan (2-4). 

Precision Kelas Negatif = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)
  (2) 

Precision (-1) = 
𝑇𝑃(−1)

𝑇𝑃(−1)+𝐹𝑃(−1) 
 = 

137

137+11+1
 

 

Precision Kelas Netral = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Netral )

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Netral )+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 Netral )
  

(3) 

Precision (0) = 
𝑇𝑃(0)

𝑇𝑃(0)+𝐹𝑃(0) 
 = 

96

96+54+48
 = 0,48 

 

Precision Kelas Positif = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Positif )

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Positif )+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 Positif )
  (4) 

Precision (1) = 
𝑇𝑃(1)

𝑇𝑃(1)+𝐹𝑃(1) 
 = 

160

160+2+46
 = 0,77 

Untuk menghitung recall dapat menggunakan nilai yang ada pada confusion matrix seperti yang terlihat pada 

Gambar 5. 

Aktual 

Negatif (-1) TP (-1) = 137 FN(-1)=54 FN(-1)=2 

Netral (0) FN(0)=11 TP (0) = 96 FN(0)=46 

Positif (1) FN(1)=1 FN(1)=48 TP (1) =160 

  Negatif (-1) Netral (0) Positif (1) 

  Prediksi 

 

Gambar 5. Confusion matrix LSTM untuk perhitungan recall 

Perhitungan recall pada tahap pengujian dengan menggunakan rumus berdasarkan data confusion matrix yang 

ada menggunakan Persamaan (5-7). 

Recall Kelas Negatif = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 𝑁𝑒𝑔𝑎𝑡𝑖𝑓)
  (5) 

Recall (-1) = 
𝑇𝑃(−1)

𝑇𝑃(−1)+𝐹𝑁(−1) 
 =  

137

137+54+3
  = 0,71 

 

Recall Kelas Netral = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Netral )

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Netral )+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 Netral )
  (6) 

Recall (0) = 
𝑇𝑃(0)

𝑇𝑃(0)+𝐹𝑁(0) 
 = 

96

96+11+46
 = 0,63 

Recall Kelas Positif = 
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Positif )

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑓 (𝐾𝑒𝑙𝑎𝑠 Positif )+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑓(𝐾𝑒𝑙𝑎𝑠 Positif )
  (7) 

Recall (1) = 
𝑇𝑃(1)

𝑇𝑃(1)+𝐹𝑁(1) 
 =

160

160+1+48
 = 0,77 

 

Perbedaan nilai precision dan recall antar kelas menunjukkan bahwa model memiliki performa yang lebih baik 

dalam mengenali sentimen positif dan negatif dibandingkan sentimen netral. Hal ini mengindikasikan bahwa 

ekspresi sentimen yang bersifat eksplisit lebih mudah dikenali oleh model dibandingkan pernyataan yang 
bersifat informatif atau deskriptif tanpa emosi yang kuat. Berdasarkan eksperimen dengan model LSTM 
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dengan jumlah subsampling yang ada untuk dapat meningkatkan akurasi klasifikasi. Hasil evaluasi LSTM 

berdasarkan nilai precision, recall dan F1-score dapat dilihat pada Tabel 2. 

Tabel 2.  Evaluasi LSTM berdasarkan precision, recall dan F1-score 

Kelas Data Precision Recall F1-score 

Negatif -1 0.92 0.71 0.80 

Neutral 0 0.48 0.63 0.55 

Positif 1 0.77 0.77 0.77 

4. KESIMPULAN 

Penelitian ini berhasil menerapkan algoritma Long Short-Term Memory (LSTM) untuk menganalisis opini 

publik terkait perkembangan perkebunan kelapa sawit di Indonesia melalui klasifikasi sentimen pada tweet di 

Twitter. Hasil evaluasi menunjukkan bahwa model LSTM dapat mengklasifikasikan tweet dengan akurasi 

sebesar 70,81%, serta menghasilkan precision, recall, dan F1-score yang bervariasi antar kelas sentimen. 

Meskipun model menunjukkan kinerja yang baik pada kategori negatif dan positif, tantangan masih ada dalam 

mengklasifikasikan tweet dengan sentimen netral, yang memiliki nilai precision dan recall yang lebih rendah. 

Penelitian ini membuktikan bahwa LSTM adalah alat yang efektif untuk menganalisis opini publik di media 
sosial, namun perlu perbaikan lebih lanjut untuk meningkatkan akurasi klasifikasi, terutama dalam kategori 

netral. Penelitian selanjutnya dapat memperdalam analisis sentimen dengan mengeksplorasi beberapa model 

yang lebih kompleks dan terkini, seperti Bidirectional LSTM (BiLSTM), Transformer, atau BERT, yang dapat 

menangani konteks kalimat dengan lebih baik dan meningkatkan akurasi dalam mengklasifikasikan tweet, 

khususnya untuk kategori sentimen netral. Selain sentimen positif, negatif, dan netral, penelitian berikutnya 

dapat memasukkan dimensi lain, seperti intensitas sentimen (misalnya sangat positif, sangat negatif), untuk 

memberikan pemahaman tentang persepsi publik terhadap isu-isu tertentu. 
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